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Abstract

This paper aims to build a model for glucose predic-
tion using the preferred architecture. According to
National Diabetes Statistics Report from Centers for
Disease Control (CDC), by 2020, there are 34.2 mil-
lion Americans with Diabetes, which is 1 in every 10
people. Therefore, glucose prediction, with its poten-
tial use in ”artificial pancreas”, has become crucial in
the realm of managing patients’ glucose level and tak-
ing necessary precautions. In this paper, we develop
a glucose prediction algorithm for patients to predict
their blood sugar level in the future 30 minutes and
60 minutes with the input data of last 4 hours. The
general data set from a Continuous Glucose Monitor-
ing (CGM) simulator is of three input fields – glucose
levels, insulin, and time. The model is built by Re-
current Neural Network (RNN) and Long Short-Term
Memory network (LSTM). Eventually, the results are
evaluated by the mean squared error (MSE) between
the actual blood sugar levels and the predicted ones.
The mean value of the best MSE (unscaled) of the
three out of ten patients in 30 minutes is 0.0138,
while the mean value in 60 minutes is 0.0093. From
the results, we can see that the performance of the
prediction model is fairly accurate. As a result, we
can conclude that applying LSTM to the task of pre-
dicting blood sugar level in the future is a favorable
choice.

1 Introduction

In this paper, we use the model built by Recurrent
Neural Network (RNN) and Long Short-Term Mem-
ory (LSTM) to achieve the goal to predict glucose

level. This approach requires patients’ data of the
past 4 hours in order to predict their blood sugar
level in the next 30 and 60 minutes.

Machine Learning (ML) is the science of get-
ting computers to act without being explicitly pro-
grammed [1]. It learns and extracts patterns from
data, and the model discovers mappings from the
presentation of input data to the output [2]. How-
ever, this traditional machine learning algorithm has
its drawbacks, which requires domain expertise and
needs problem statements to break down to differ-
ent parts to be solved first before combining the re-
sults at the final stage [3]. A deep learning algo-
rithm, on the other hand, is created by Deep Neural
Networks (DNN). DNN contributes greatly to glu-
cose prediction because the deep learning techniques
solve problems end to end, eliminating the difficulty
to break down to different sections [3]. For another
thing, it tries to learn high-level features from data
in an incremental manner [3], in order to maximize
the performance with a large amount of data. Here
is a graph comparing the performance of traditional
machine learning algorithms and DNN [3]:

Figure 1: Traditional Machine Learning vs. Deep
Learning Algorithms

1



Researchers face some potential problems when it
comes to forecasting the blood sugar level. Data in
the real world includes noise, as some subjects might
encounter difficulty collecting their data, and indi-
viduals have insulin variability [2]. Therefore, there
might some inconsistency in those data. Since glu-
cose prediction is a time-series problem, RNN offers
the necessary method, which is designed to recognize
a data’s sequential characteristics and use patterns
to predict the next likely scenario [4].

In this paper, we build our model by RNN and
LSTM. We then evaluate it using MSE. Our goal
is to determine the model’s performance in predict-
ing glucose level in the future, so we collect 360-
day data from the Continuous Glucose Monitoring
(CGM) simulator instead of the real world to elimi-
nate noise and outliers that the real-world data might
have.

Figure 2: One Day Data from Patient 8

The graph shown above demonstrates the fluctua-
tion of one Type 1 Diabetes (T1D) patient’s glucose
level in 24 hours. From the blue line in this graph,
we can see that there are three time points when the
glucose level increases by a large margin, indicating
the three times of eating carbohydrates. They are fol-
lowed by the decreasing glucose levels, which occur
due to the injection of insulin after meal, as suggested
from three protuberances in the red line. During the
other time in this day, the blood sugar level goes up
and down in a relatively mild degree.

2 Methodology

The source of training and testing data comes from
the UVA/Padova T1D simulator, the only emulator
for glucose level simulation approved by the Food
and Drug Administration (FDA). There is data col-
lected from ten patients in 360 days. Each patient
holds the data of time, glucose level, and insulin in-
jection amount. The data is collected once every five-
minutes, with 288 time points per day and a total
number of 103680. In the collected data, the differ-
ence between the glucose level and the insulin amount
is quite apparent, with the difference between three-
digit input for glucose level (at time = 371, insulin=
116.36mg/dL) and unidigit input for insulin (at time
= 371, insulin = 2.26mg/dL). Therefore, we need to
normalize the data so that they can be measured at
the same scale. In addition, each feature can be seen
equally important in the model. In this case, we
choose Min-max normalization and scale the input
data into a range from 0 to 1. Min-max normaliza-
tion is a common and straightforward means when
it comes to normalize data, as the minimum value of
the feature gets transformed into 0, while the max-
imum value turns into 1 [5]. It makes sure that all
the features have the same scale [5]. The formula of
this idea is shown below [5]:

value−min

max−min
(1)

We apply a sliding window to the input in order
to offer the model with past-four-hour data, which is
48 time points based on the fact that the simulated
data is sampled every 5 minutes. Then the output
data will be presented by the glucose level in both
the next 30 and 60 minutes, which are 6 and 12 time
points respectively.

Predicting glucose level involves in time-series solu-
tion, which leads us to use RNN to build our model.
RNN allows previous outputs to be used as inputs
while including hidden states [6].

In this architecture, RNN remembers weights ap-
plied on inputs. Moreover, it’s influenced by the hid-
den state that represents the context based on pre-
vious inputs and outputs [6]. In this case, sequence
becomes important because the same input could re-
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Figure 3: Architecture of Traditional RNNs

sult in a different output depending on the previous
inputs and the hidden state. However, a traditional
RNN has its drawbacks. Due to the constant model
size regardless of the increasing size of input, it is dif-
ficult to access information from a long time ago as
well as to predict future input from the current state
[7]. As a result, we choose LSTM networks, which
cope with the vanishing gradient challenge. As the
graph below illustrates, the three gates help control
the flow of information and solve the problem with
long spans of prediction [8].

Figure 4: The Architecture of LSTM

In this work, we build the model with two layers
of LSTM with a dropout value of 0.2 to avoid over-
fitting. A fully connected network is added at the
final stage of the model. We try different numbers
of layers of LSTM when optimizing our model, as we
started with four layers. The deep network did show a
slightly better performance. However, it also doubled
the time to train the model. Based on the compa-
rable performance of models with different numbers
of layers, we decide to build our final model with
two layers of LSTM. The difference in batch size also
results in the various results in training the model.
The smaller batch size (32) takes approximately three
times as much time as the larger batch size (64) while
demonstrating a less favorable outcome. Due to the

consideration of time and effectiveness, we use 64 as
the batch size for the model.

3 Results

The performance of how the model predicts glucose
level is evaluated by Mean Squared Error (MSE),
which is the most widely applied regression loss func-
tion to evaluate a model. MSE is the sum of squared
distances between the true values of glucose level at
certain time points and predicted values of the model.
The formula of MSE is shown below:

Figure 5: Formula of Mean Square Error (MSE)

We run the model ten epochs for each patients,
with a total number 100 epochs for ten patients. The
results, demonstrated as the unscaled MSE, in the
next 30 minutes are shown in the table and graph
below.

Figure 6: Prediction Results in 30 min evaluated by
MSE

The three best results come from Patient 04, Pa-
tient 08, and Patient 09 (highlighted red in figure 6).
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Figure 7: Glucose Prediction for 30 min Fitting for
Patient 5

The MSE values are 0.0145, 0.0131, and 0.0137, re-
spectively. The mean MSE value of the results for
predicting glucose level in 30 minutes is 0.0138.

In order to demonstrate how well the predicted val-
ues fit with the actual data, the graph shown in Fig-
ure 7 is provided. The blue line indicates the actual
value, while the red one suggests the predicted level.
It’s clear that the model carries out an effective per-
formance due to the correspondence between the blue
and red lines to predict the glucose level in 30 min-
utes.

Then we examine the results for prediction in 60
minutes. The results are presented in the table below
– the best three performances come from Patient 02,
Patient 08, and Patient 09 (highlighted red in Figure
8), with MSE values of 0.0109, 0.0089, and 0.0081,
respectively. The mean of the results for predicting
glucose level in 60 minutes is 0.0093.

Figure 9 is graphed based on the data from one
of the finest results during the testing process. The
graph shows that the prediction fits the values well.
However, there might be some shortcomings in pre-
dicting the extrema, indicated by the higher points
in blue line (maximum) at some time points and the
lower points in the blue line (minimum) at the other
points.

Based on the results of both tasks, it’s apparent
that Patient 08 and 09 perform better than the other
subjects. There is one explanation to this trend –
the fluctuation of the provided data does not include
large data gap [2], and the pattern becomes regular
for the model to track.

Figure 8: Prediction Results in 60 min evaluated by
MSE

Figure 9: Glucose Prediction for 60 min Fitting for
Patient 8
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When we compare Figure 7 and Figure 9, we can
see that the fitting for prediction in 30 minutes per-
forms better and closer to the actual values of the
subjects than the prediction in 60 minutes. However,
based on the values of MSE, the performances of the
model in forecasting glucose level in 30 and 60 min-
utes are capable of the given tasks. The fact that the
performance becomes less favorable in a longer time
span indicates the possibility of prediction delay [9]
and the potential improvement of the model in the
future.

4 Discussion and Conclusion

In this paper, a Recurrent Neural network (RNN)
is designed as an effective method for glucose pre-
diction. The model includes several layers of Long
Short-Term Memory (LSTM) networks. The RNN
is able to capture features from previous sequential
data and offer the predicted glucose level in the up-
coming 30 and 60 minutes. When comparing the re-
sults with other researches, although it’s difficult to
directly compare the mean squared error results due
to the different parameters in the model such as the
batch size and input size, we discover similar fitting
patterns in the prediction. In this paper, we train the
model with solely the glucose level and the amount of
insulin injection. For future work, we can integrate
other data fields such as the intake of carbohydrates
to improve the model performance.
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