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BACKGROUND: 
ACUTE MYELOID LEUKEMIA

▪ Acute Myeloid Leukemia (AML) is the deadliest type of leukemia, accounting for 

11,000 deaths annually in the US [1,2]

▪ AML progresses quickly, and is fatal within months or weeks if not treated [2]

▪ Leukemia is characterized by overproduction of immature leukocytes, which are 

only found in peripheral blood under pathological conditions [3,4]



BACKGROUND: 
DIAGNOSIS

▪ Current method for diagnosis: microscopic examination and complete blood 

count to classify leukocytes [5, 6]

▪ Initial assessment of each blood smear takes over 3 minutes [7]

▪ Manual examination is inefficient and inaccurate (30-40% error rate) [3, 8]

Country Median Interval Between Help-seeking and 

Diagnosis of AML

United Kingdom 10 days [9]

Italy 14 days [10]

Nicaragua 29 days [10]

Table 1. Interval Between Patient Help-seeking and Diagnosis of AML. All images (figures and tables) are created by the student researcher.



LITERATURE REVIEW

Year Classification Classifier Performance Limitation(s) and Obstacle(s)

2016 4 subtypes Support Vector Machine 87% accuracy • Small data set [8]

2017 3 leukocyte types Support Vector Machine 80% accuracy • Low accuracy [11]

2017 2 subtypes k-Nearest Neighbor 67% accuracy • Low accuracy

• Extracted 3 features [12]

2019 3 immature leukocyte types Random Forest 90% accuracy • Low sensitivity

• Small data set [13]

2019 Classification and detection of 

leukocytes in AML and healthy 

patients

Convolutional Neural 

Network

Less than 65% 

precision for most 

cell types in multi 

class prediction

• Low classification performance 

despite accurate detection

• Imbalanced data set [3]

Table 2. Summary of previous studies on AML classification. All images (figures and tables) are created by the student researcher.



OBJECTIVES

1) To develop an algorithm, capable of accurate detection and 
classification of 4 types of immature leukocytes in AML cells

2) To calculate and identify the most important features for classification 
of leukocytes



MATERIALS

▪ Images were obtained from a publicly available data set in The 
Cancer Imaging Archive [14, 15]

▪1,070 images (mature and immature) were used for detection of 
immature leukocytes

▪613 images were used for classification of immature leukocytes 
into 4 types

▪The project was coded with the python programming language 
and open source libraries [16-21]



METHODS: SEGMENTATION

Figure 1. Flowchart of Segmentation Process. (a) The original image. (b) Conversion to LAB color space to differentiate cytoplasm from background cells. 

(c) Multi-Otsu thresholding to isolate the leukocyte. (d) Result: Binary mask of cell. (e) Conversion to grayscale to differentiate nucleus. (f) Multi-Otsu 

thresholding to isolate dark components of image. (g) Result: Binary mask of nucleus.
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METHODS: FEATURE EXTRACTION

▪ From each image, 16 features were extracted and inputted to a features 

matrix [8, 22]

▪ 2 new proposed features in this study from LAB color space: 

▪ Average of B Channel Intensity of Nucleus in LAB Color Space

▪ Standard Deviation of B Channel Intensity of Nucleus in LAB Color Space



METHODS: MODEL TRAINING

▪ Random Forest classifier was chosen for imbalanced data and feature 
importance [25-27]

▪ Binary classification (immature, atypical vs. mature, typical) data was split 80-
20 for training and testing

▪ Data for immature leukocyte classification was split 70-30 for training and 
testing

▪ Optimization was performed to improve classification



RESULTS & DISCUSSION: 
DETECTION OF IMMATURE LEUKOCYTES

Figure 2. Receiver Operating Characteristic Curve for 

Binary Classification (Immature or Mature). Graph created 

with Matplotlib.

Table 3. Performance Metrics for Binary Classification. Results are 

on par with the current state of art [3].

Performance Metric Score on Testing Set

Accuracy 92.99%

Precision 91.23%

Recall (Sensitivity) 95.41%

Specificity 90.48%

Area Under Curve of 

Receiver Operating 

Characteristic

0.9803



RESULTS & DISCUSSION:
CLASSIFICATION OF IMMATURE LEUKOCYTES

Table 4. Performance Metrics for Immature Leukocyte Classification. Optimized model was optimized with weighted precision as the metric 

Results are superior to previous studies on classification of AML leukocytes. 

Model Type Performance 

Metric

Score on 

Erythroblast

Class

Score on 

Monoblast

Class

Score on 

Promyelocyte

Class

Score on

Myeloblast

Class

Initial Random 

Forest

Precision 100.00% 87.50% 62.50% 96.75%

Recall (Sensitivity) 91.30% 100.00% 83.33% 94.44%

Overall Accuracy 93.45%

Optimized 

Random Forest 

Precision 100.00% 77.78% 69.23% 97.56%

Recall (Sensitivity) 91.30% 100.00% 75.00% 96.77%

Overall Accuracy 93.45%



RESULTS & DISCUSSION:
CONFUSION MATRICES FOR CLASSIFICATION

Figure 3. Multi Class Confusion Matrices for Optimized Model. (a) Absolute Confusion Matrix: Numbers refer to the number of images in a 

class classified with a given label. (b) Normalized Confusion Matrix: Numbers refer to the proportion of images in a class classified with a given label. 

Images created with scikit learn and matplotlib.

(a) (b)



RESULTS & DISCUSSION:
MOST IMPORTANT FEATURES

Table 5. Most Important Features for Random Forest Classifier. (a) Most Important Features for Detection of Immature Leukocytes. (b) Most 

Important Features for Classification of Immature Leukocytes.

Feature Gini Importance 

[27]

Nucleus to Cytoplasm Area 

Ratio [28]
0.2801

Area to Perimeter Ratio 0.1076

Nucleus Minor Axis Length [29] 0.0829

Nucleus Major Axis Length [29] 0.0803

Area [8] 0.0627

Feature Gini Importance 

[27]

Average Nucleus Color Intensity 

in B Channel
0.2532

Standard Deviation of Nucleus 

Color Intensity in B Channel
0.1853

Nucleus to Cytoplasm Area 

Ratio [28]
0.1765

Standard Deviation of 

Cytoplasm Color Intensity in B 

Channel [22]

0.0618

Average Cytoplasm Color 

Intensity in B Channel [22] 0.0571

(a) Detection (b) Classification



CONCLUSIONS

▪ This project explored a vital, yet less researched computer diagnosis task [4, 30]

▪ An algorithm capable of accurate detection and precise classification of 

immature leukocytes was developed

▪ Nucleus to cytoplasm area ratio was established as an important morphological 

feature for detection and classification of immature leukocytes

▪ 2 new nucleus color features were displayed to be significant for classification



APPLICATIONS

▪ The model can be used as an efficient support tool for pathologists to 

detect and classify immature leukocytes for the diagnosis of AML due to its 

efficiency and accuracy [31]

▪ The features calculated to be the most important in this study can be used in future 

research  

▪ The proposed new features (cytoplasm color intensity) can be used to elevate the 

performance of future models for leukocyte classification 



FUTURE INVESTIGATIONS

▪ Improve the classification between similar cell types (eg. promyelocytes and 

myeloblasts)

▪ Developing algorithms to remove overlapping cells from blood smear images

▪ Establish additional morphological features for leukocyte classification [22]

▪ Develop systems that can be completely integrated into the current diagnosis 

methodology [32, 33]
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